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Let’s start with a game!



GUESS-THE-LOGO GAME

Guess the correct version of
the logo.

Keep track of your score!
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How did you do? And how did the group
do?



Here’s the model we’re working with.



AGENTS AS NOISY ESTIMATORS OF THE TRUTH

A number of agents vote on two
alternatives, one of which is
correct.




AGENTS AS NOISY ESTIMATORS OF THE TRUTH

A number of agents vote on two
alternatives, one of which is
correct.

Each agent has a specific
competence, i.e., the probability of
voting for the correct alternative.




It’s possible that everyone ends up voting
for the wrong thing, e.g., if they get the
wrong signal.



It’s possible that everyone ends up voting
for the wrong thing, e.g., if they get the
wrong signal. But how likely is this?...
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1, if voter i votes for the correct alternative,
0, otherwise.

The profile of votes is a vector v = (vy,...,v,) of the votes cast. The majority outcome* is
the alternative with the most votes.

*We assume n is odd to avoid ties.



NOTATION

Thereisaset N = {1,.... n} of voters. There are two alternatives, a and b, one of which is

correct. Each voter casts a vote for one of the alternatives. We keep track of whether each
voter i Is correct using a random variable v;:

J —

1, if voter i votes for the correct alternative,
0, otherwise.

The profile of votes is a vector v = (vy,...,v,) of the votes cast. The majority outcome* is
the alternative with the most votes.

Each voter i has a competence p;, which is their probability of voting correctly:

1, with probability p;.
Vi = : -
0, with probability 1 — p;.

*We assume n is odd to avoid ties.
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JACOB BERNOULLI
May | humbly point out that the vote random variables v; are called
Bernoulli variables: v; = 1 is success, v; = 0 is failure.

The sum of the votes is also a random variable:
Sn =1+ + Up.

S,, tracks the number of correct votes in a profile of n votes.

Note that the majority outcome is correct exactly when S,, > [7/2].



THE MARQUIS DE CONDORCET
| want to make some assumptions!
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ASSUMPTIONS

(Competence) Agents are better than random at being correct:

|
p; > 5 for any voter i € N.

(Equal Competence) All agents have the same competence:
p; = p; = p, forall votersi,j € N.

(Independence) Voters vote independently of each other:

Pr|v; = z,v; = y| = Pr|v; = z| - Pr|v; = y], for all voters ¢,j € N.



THE MARQUIS DE CONDORCET
| claim that under these conditions, the
majority tends to get it right!
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What Condorcet means —
~ <@ Mark my words:

1s that the majority vote
IS correct
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THE MARQUIS DE CONDORCET
* 28 Mark my words:

~ Pr {Sn > Ln/zj]

What Condorcet means
1s that the majority vote
1s correct with high
probability.

to the moon!



THE CONDORCET JURY THEOREM (CJT)

THEOREM
For n voters with equal competence p > 1/2 that vote independently of each

other, then, for any odd =, 1t holds that:

(1) Larger groups are more accurate than smaller groups.
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THEOREM
For n voters with equal competence p > 1/2 that vote independently of each

other, then, for any odd =, 1t holds that:

(1) Pr[Spi2 > |(n+2)/2 J} > 111*[5',, > |n/a J],and

(2) Pr -5'.” > {'“f'gj] > p, and

(3) The probability of a correct decision approaches 1 as the group size in-
creases.



THE CONDORCET JURY THEOREM (CJT)

THEOREM
For n voters with equal competence p > 1/2 that vote independently of each

other, then, for any odd =, 1t holds that:

(1) Pr[Spi2 > |(n+2)/2 J} > 111*[5',, > |n/a J],and

(2) Pr -5'” > {'“f'gj] > p, and

(3) lim,, o Pr [Sﬂ_ > L”/EJ] — 1.



To prove this, we have to see how group accuracy
depends on the accuracy of the members.



To prove this, we have to see how group accuracy
depends on the accuracy of the members. Let’s
start simple.
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The profile 1s v = (vy).

The probability of a correct decision is:
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The profile 1s v = (vy).
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> 1fa,



ONE VOTER

The profile 1s v = (vy).

The probability of a correct decision is:

Pr [Sl > {]} = Pr [1-*1 = 1} :
=p
> 1fa,

As p grows, so does group accuracy.
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Group accuracy vs individual competence
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TWO VOTERS

The profile i1s v = (v, v9).



TWO VOTERS

The profile i1s v = (v, v9).

Oh wait, we're not looking at this case.



THREE VOTERS

The profile 1s v = (v, v9, v3).

The probability of a correct decision is:



THREE VOTERS

Th'E prﬂﬁle |5 V= {!“1. ta, E‘;;].
The probability of a correct decision is:
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THREE VOTERS

Th'E prﬂﬁle |5 V= {E‘l. Ua, E‘;;].

The probability of a correct decision is:

Pr [h‘_-;. > 1} — Pr

— Pr

S3=20r 53 = :";]

v is one of (1,1,0),(1,0,1),(0,1,1)or(1,1,1)



THREE VOTERS

Th'E prﬂﬁlE |5 V= I[I"l s Un, 'E-‘;;}.
The probability of a correct decision is:
Pr [.r?'_'; > l} = Pr -S:g = 2 0r S;; = :i]

— Pr|wvis one of (1,1,0). (1.0,1),(0.1,1) or (1,1, 1)]

- m-}:: = (1, I.U}] + ]’r[fu = (1,0. |}} —I—I’r['u — (0.1, 1)] + i'—'r['u = (1.1, 1}]



THREE VOTERS

The profile is v = (v, v, v3).

The probability of a correct decision is:

mkm}Q=Pr
= Pr
= Pr

— Pr

S;g =2 0r S;; — :i]

_visunEDfLL]JU,U,quJH,Ll)ﬂr{LI,U]

}:uJﬂﬂ+ﬁ+n4Lmq

v; =1] -Prlvg =1]-Pr[vs =0

—Hﬁﬁ:HUJﬂ+F4v:UJJﬂ
"

Pr[v; = 1] - Pr[vy = 0] - Pr[vs = 1]+
PI‘[T-‘l = []] - Pr ['I!.:"_E = ]] - Pr['u_-g_ = l]+
Pr[v; = 1] - Pr[vg = 1] - Pr[vg = 1]



THREE VOTERS

The prﬂﬁle IS v = I{T‘l L Vo, '“,"1]*
The probability of a correct decision is:
Pr [55.'3 > 1} — Pr[S; =20rS; = :a]

— Pr|wvis one of (1,1,0). (1.0,1),(0.1,1) or (1,1, 1)]

=Pr[v=(1, 1._{1)] + Pr[v = (1,0,1)] + Pr[u — (0.1, 1}] + ru-[u = (1.1, 1}]
= Pr[v; = 1] - Pr[vy = 1] - Pr[vs = 0] +
Pr ['n] = 1] *P'I‘['E.-‘;g = {l] - Pr ['n,-; — l]+
PI‘[T-‘l = []] - Pr ['r!.-‘-_g = ]] - Pr[u_-g. = l]-i—

Pr[v; = 1] - Pr[vo = 1] - Prfvs = 1]
=p-p-(1=p)+p-(1=p)-p+(1=p)-p-p+p-p-p
= 3p%(1 — p) + p°
> p.




THREE VOTERS

The profile i1s v = (v, v2, v3).

The probability of a correct decision is:

Pr [53 > 1} — Pr
= Pr
_ Py

— Pr

-S;g =2 0r S;], — :;]

o = (1 1..{1}] + Pr[“ﬂ = (1,0, 1}:

}1 =1] - Pr[va = 1] - Prvg = 0]

v is one of (1,1,0), (1.0,1), (0.1,1) or (1,1. 1)]

n Pr[u — (0.1, 1}] +P
+

Pr ['n] = 1] *ljl'['f.-‘:g = {l] - Pr ['n,-; — l]+
PI'[T-‘l = []] - Pr [1.-*-3 = ]] - Pr[u_-g. = 1]-1—

Pr[v; = 1] - Pr[vo = 1] - Prfvs = 1]
=p-p-(1=p)+p-1=p)-p+(l=p)-p-p+tp-p-p
= ;5312(1 —p)+ }'JH

> P.

Again, as p grows, so does group accuracy.

1.00 A ==
_—n=1 —_
—_— =3 o
0.75 -
)
Il
5
© 0.50 -
=
<
N
&,
0.25 -
.--"’Xf"
0.00 +— . . .
0.00 0.25 0.50 0.75
P

Group accuracy vs individual competence

1.00



THREE VOTERS

The profile i1s v = (v, v2, v3).

The probability of a correct decision is:

Pr [53 > 1} — Pr
= Pr
_ Py

— Pr

Pr ['n] = 1] *ljl'['f.-‘:g = {l] - Pr ['n,-; — l]+
PI'[T-‘l = []] - Pr [1.-*-3 = ]] - Pr[u_-g. = 1]-1—

Pr[v; = 1] - Pr[vo = 1] - Prfvs = 1]
=p-p-(1=p)+p-1=p)-p+(l=p)-p-p+tp-p-p

-S;g =2 0r S;], — :;]

o = (1 1..{1}] + Pr[“ﬂ = (1,0, 1}:

}1 =1] - Pr[va = 1] - Prvg = 0]

= 3p%(1 — p) + p°

> P.

Again, as p grows, so does group accuracy.

And a group of three voters is more accurate than a single voter!

v is one of (1,1,0), (1.0,1), (0.1,1) or (1,1. 1)]

—I—Pr[v: {U,Ll}] +T

_I._
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FIVE VOTERS

ThE prﬂﬁlE i5 V= I[I‘l.'!";g. Va, Vg, 'Ef',-',:]..
The probability of a correct decision is:

Pr [5'_.-, S 2] — Pr|S- =30rS- =4o0rS: — 5}

= Pr|v is either (1,1,1,0,0),...,(1,1,1,1,0),..., or(1,1,1,1,1)]

=10-p*(1 = p)* +5-p'(1 — p) +p°



FIVE VOTERS

ThE prﬂﬁlE i5 v = I[I‘l s Ua, Vg, Wy, 'Ef',-',:]..
The probability of a correct decision is:

Pr [s S :z} — Pr|S- =30rS- =4orS; — 5}

= Pr(v is either (1,1,1,0,0),...,(1,1,1,1,0),..., or (1,1,1,1,1)]

10 p°(1 = p)* +5-p"(1 —p) +p°

(i)p:i(l — p)* + (i);}"(] —p) + (5) p°

g |

Il



FIVE VOTERS

Th'E prﬂﬁlE i5 v = I['I‘l,'ﬂg. Vg, '1':'.:,’!1',-'}:]..

The probability of a correct decision is:

Group accuracy vs individual competence

— n=1
— n=3
n=5

—

1.00 A
Pr [J‘J"_--jr > 2] = Pr|Ss=30rS5;=40r 55 = 5}
i 0.75 -
= Pr|v is either (1,1,1,0,0),...,(1,1,1,1,0),..., or (1=
‘ . i iG.SU-
=10-p*(1 = p)? + 5. p*(1 —p) +p° 3
'5 3 7 . E 4 E} E &
~ |3 p (1 —p)* + P p (1 —p)+ . p’ 0.25
Again, as p grows, so does group accuracy. 000
0.00

And a group of five voters is more accurate than a group of three!
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ANY ODD NUMBER OF VOTERS

The profile i1s v = (vy,..., v,), forn=2k+1and k > 1.
The probability of a correct decision is:

Pr [H,, - ﬁ'] = ]‘1‘[5’,, =k+1o0r ... ors, = 'u.]

= L e An—(k4+1) L 1t — | | I I
- P l —p p pELE P l —p) + )
(A-+|) p(1—p) (_”__I) p(1—p) (“)f

't n | |
5 (7)-#-m

i=k+1



ANY ODD NUMBER OF VOTERS

The pfﬂﬁlE is v = (v, ..., o), forn =2k +1and k > 1. L oo- Group accuracy vs individual competence
— n=1
T .- s —_— n=3
The probability of a correct decision Is: n=5
=11 /
0.757 — 2:51 g
Pr [Hn > L~] = ]’1‘[.‘)’,, =k+1or ... orS5, = 'u.] w — n=101 /
L4 —— n=1001 /4
1 ¥ (ke n : Tl B
— A - 4 p" 11 -p) + P - 0907
k41 n—1 n)" £
n - L%E gy
= Z (i)rp{l—;;} : . /
i=k+1 /
And it looks like the same reasoning applies: as n grows, so does group accuracy!
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ANY ODD NUMBER OF VOTERS

The profileis v = (vy,..., v), forn=2k+1and k > 1.

The probability of a correct decision is:

al

Pr [Hn - L~] = ]’1‘[.‘)’,, =k+10r ... ors, = 'u.]

Vn)

_ L et 1 an—(k+1) n n—1 | ny\ -
= P l —p s R P 1 —p)” + ] i 0504
(L_H) P (1 =p) (_”__ 1) p(1—=p) (“)I

-y (7)sa-nr
i=k+1
And it looks like the same reasoning applies: as n grows, so does group accuracy!
0.00

But only as long as p > 1/2...

Group accuracy vs individual competence
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To prove that accuracy increases with group size, we derive a
recurrence relation for the probability of a correct decision with
n + 2 voters, given the probability of a correct decision with n
voters.



To prove that accuracy increases with group size, we derive a
recurrence relation for the probability of a correct decision with

n + 2 voters, given the probability of a correct decision with n
voters.

Take n = 5.



FIVE VOTERS AND A CORRECT MAIJORITY

We use a clever way of counting the cases
that lead to a correct decision.
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FIVE VOTERS AND A CORRECT MAIJORITY

We use a clever way of counting the cases
that lead to a correct decision.

Separate the first two voters. (@ ® )

If they're both wrong, the remaining three © ©

have to be correct. (0,0,1,1,1)

If exactly one of them is correct, whichcan @ @ o W O ©
happen in two ways, at least two of the %’ 8’ 1,1,1) %’ 8’ 1,1,0) %’8’ 1,0,1) %’8’ 0,1,1
remaining voters have to be correct. (0,1,1,1,1)(0,1,1,1,0)(0,1,1,0,1)(0,1,0,1,1



FIVE VOTERS AND A CORRECT MAIJORITY

We use a clever way of counting the cases
that lead to a correct decision.

Separate the first two voters. (@ =
If they're both wrong, the remaining three © ©
have to be correct. (0,0,1,1,1
If exactly one of them Is correct, whichcan © © © 0 ¢
happen in two ways, at least two of the %’ 8’ 1,1,1) %’ g’ 1,1,0) (é
remaining voters have to be correct. (0,1,1,1,1)(0,1,1,1,0)(0
@e
If both of the first two voters are correct, (1,1,1,1,-
e © © © ©
at least one of the remaining voters has to (1,1,1,1,0) (1,1,1,0,:
be correct. © © © ©
(—7_7—7070) (:'7:'7071




GENERAL RECURRENCE RELATION

The recurrence relation for five voters is thus:

Py [s > 2] — (1—p)?.Pr [.si-{ > ﬂ +2p(1 — p)? - I’rlb*;; > 1} +p? - Pr [5’_-; > u]



GENERAL RECURRENCE RELATION

The recurrence relation for five voters is thus:

Py [5 > 2} — (1—p)?-Pr [5;; > 2] +2p(1 — p)? - PI‘[S’:; > 1} +p? . Pr [5'_-; > [}]

The general relation is:

I}In[.{'ﬂlﬂﬁ-!ls - k *]:| — |:| ‘I'J'II"J' - Pr lh"—ﬂ'| | > k4 ]i| d IJ-}JI'J{I _ P}_!' . I]I‘|:.".Ii-_£||~. - A:| 4 II”.J | []'t.|::;.;_“ |



GENERAL RECURRENCE RELATION

The recurrence relation for five voters is thus:

Pr [s > 2] — (1—p)?-Pr [.5'3 > :z] +2p(1 — p)? .- I’rlfi’;; > 1} +p? . Pr [5’_-; > u]

The general relation is:

L

‘¥

Pr|Sap4s > k41| = (1 = p)° - Pr|Saj41 A = 2p( ] -_u}"?r P~



SOME REWRITING
Write:;

— + I]I' [.cﬁ'-_ll[l. 11 = JE'-:|



SOME REWRITING
Write:;



SOME REWRITING

Write:;
- -+ I]I' {fﬁlg,!; 1 = IE-.:|
2k+1 | g
= -+-( +>-;J‘L{l-—p}f"]
A.
Pr [ Sog 41 k41| = — Pr {H-_;-,:,-;-| = E‘-+—Ij|



SOME REWRITING

Write:
= + Pr [Hm. - ﬂ-]
i ' (ET]> (1 =p)*
Pr | Sope1 > k+1| = - 13'1~[H-_.-.;1..+.. = k+1]

Eifl. _+_ ]. A._|_| j;.



SOME REWRITING

Write:
= + Pr [,sﬂ._+_. - ﬂ-]
i ' (ET]> (1 =p)*
Pr|Sorst > k+1] = - 1‘-'1{5-_,;1._%_. _ A~+|}
And:



Now let’s plug this into the recurrence
relation.



PROOF OF CLAIM 1: ACCURACY INCREASES WITH SIZE

= (1 P}H - Pr{Sag4+1 > k41| 4+ 2p(1 p}ll'!' } J.F.'!-



PROOF OF CLAIM 1: ACCURACY INCREASES WITH SIZE

Pr | Sok43 k4 = (1 P}H - Pr|Soj41 k+1| 4 '.;}I,rﬁlil ;J}"! - 1 p"!-

Fe-p (1 = p)* L (2p = 1)



PROOF OF CLAIM 1: ACCURACY INCREASES WITH SIZE

Pr | Sok43 k4 = (1 P}H - Pr|Soj41 k+1| 4 '.;}I,rﬁlil ;J}"! - 1 p"!-

Fe-p (1 = p)* L (2p = 1)



PROOF OF CLAIM 2: GROUPS BETTER THAN MEMBERS

» = Pr -Sl >0

< Pr S;; > ]
This follows from Claim 1, as single voters ] ‘
are just groups of size 1.

< Pr [S > [n/2 J}



The claim that in the limit accuracy
1s perfect tollows trom the Law of
Large Numbers.



THE (WEAK) LAW OF LARGE NUMBERS

THEOREM
If Xy,..., X, areindependentand identically distributed (i.i.d.) randomvariables such that

E[X;] = p, then, forany e > 0, it holds that:

X e X”
lim Pr H LT i

Tl

pl < g| = 1.

f B e



THE (WEAK) LAW OF LARGE NUMBERS: INTUITION
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Pick an g, as small as you want. | Xt +X,
n
Sample n variables.
o 1L

As n grows, It Is overwhelmingly likely that the
average of the sampled random variables falls
within € of the mean p.
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Consider some Bernoulli random variables that keep
track of whether someone dies from some disease:

P 1, with probability 0.02,
"] 0, with probability 0.98,

The expected value of such a variable is:
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Consider some Bernoulli random variables that keep
track of whether someone dies from some disease:

Y. 1, with probability 0.02,
"~ ) 0, with probability 0.98,

The expected value of such a variable is:
51X, =1-0.0240-0.98 = 0.02.

If we sample a million such variables, we'd expect
about 2% of them to take value 1.
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THE LAW OF LARGE NUMBERS: EXAMPLE

Consider some Bernoulli random variables that keep
track of whether someone dies from some disease:

Y. 1, with probability 0.02,
"~ ) 0, with probability 0.98,

The expected value of such a variable is:
51X, =1-0.0240-0.98 = 0.02.

If we sample a million such variables, we'd expect
about 2% of them to take value 1.

Or, put differently: the average to be very close to 0.02.

0.02"
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In our case, each independent random variable v; keeps track of whether
voter i votes correctly, with:

o 1, with probability p
)0, with probability 1 — p.
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BACK TO OUR VOTING SCENARIO

In our case, each independent random variable v; keeps track of whether
voter i votes correctly, with:

o 1, with probability p
)0, with probability 1 — p.

The majority vote is correct when:

n "M +...0,

+ v+ Uy > Iff > :
U1+ v e Uy > = -
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The Law of Large Numbers gives us that, as n grows, (vi+..va)/, gets very close to the
expected value of the random variables v,.

The expected value (i.e., mean p) is:
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PROOF OF CLAIM 3: ASYMPTOTIC ACCURACY

The Law of Large Numbers gives us that, as n grows, (vi+..va)/, gets very close to the
expected value of the random variables ;.

The expected value (i.e., mean p) is:
[E.['I”,'] =1-p4+0-(1-p)
= P.
So, for very large n, with high probability:

*”l _+_ _E_ ;-”

I

This can be made precise with an appropriate choice of = in the Law of Large Numbers.



ASYMPTOTIC ACCURACY: INTUITION

XXX XYryYry’

The intuition is simple: in the long run,
more people end up voting correctly

than not. 2
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FRANCIS GALTON

Ay This probably also explains what happened at the
-,/ country fair!

(true) weight
Xi1+...+X,

n

I




Let's sum up.
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The larger the group, the better.
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THE MARQUIS DE CONDORCET
Groups are better than their members.

The larger the group, the better.
In the limit, performance Is perfect.

As long as people are better than random, and vote
Independently!



