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Suppose we have some resources that need to be distributed to several people who want them.

What's the best way to do this?

Suppose we have some resources that need to be distributed to several people who want them.

What's the best way to do this?

Often the best way is through sell the items through an auction.

But consider these scenarios.

A kindergarten decides to auction off its available

## ASSIGNING PLACES IN KINDERGARTEN

 places.It invites an auction specialist to help it implement a mechanism that will squeeze out the most money from the interested parents.


There are three patients in dire need of a kidney
transplant,
WHO GETS A KIDNEY and two altruistic donors.

The hospital asks the patients to submit bids, and gives out the kidneys to the highest bidders...


## PAIRING LECTURERS WITH STUDENTS

Every course needs to have a TA assigned to it.

Lecturers and TAs announce their prices and decide through a double auction.


I'll do it for 9.

Ew.

## ALVIN E. ROTH

 There are many situations where the use of payments is, for various reasons, repugnant.
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## ALVIN E. ROTH

 There are many situations where the use of payments is, for various reasons, repugnant.

MARILDA SOTOMAYOR
These are situations where you not only have to choose, but also be chosen.

ALVIN E. ROTH
To be sure, exchanges still need to happen.

MARILDA SOTOMAYOR
But doing it with money goes against legal, ethical or societal norms.

Assignment problems (e.g., matching schools to students, or patients to donors) arise where money does not-and, we feel, should not-play a role.

A salient example is assigning medical students to residency positions in hospitals.
From the turn of the century until 1945, the market suffered from a Prisoner's Dilemma problem in which competition by hospitals for interns manifested itself in a race to sign employment contracts earlier and earlier
in a medical student's career.
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A salient example is assigning medical students to residency positions in hospitals.

From the turn of the century until 1945, the market suffered from a Prisoner's Dilemma problem in which competition by hospitals for interns manifested itself in a race to sign employment contracts earlier and earlier in a medical student's career.

This problem was successfully resolved in 1945 [by limiting information available about the students], but the market then suffered for several years from a "recontracting problem," [...] that put a premium on strategic behavior by market participants.
The problem was that a student who was offered an internship at, say,
[their] third-choice hospital, and who was informed [they] were an alternate (i.e., on a waiting list) at their second-choice hospital, would be inclined to wait as long as possible before accepting the position [they] had been offered, in the hope of eventually being offered a preferable position.

The solution came by asking med students and hospitals to rank each other, then finding a matching through a centralized market mechanism.

The solution came by asking med students and hospitals to rank each other, then finding a matching through a centralized market mechanism.

And using a clever algorithm...

## TWO-SIDED MATCHING

In the classic matching scenario there are disjoint sets $L$ and $R$, of equal size, whose elements have preferences over each other, and need to be matched one to one.

In the classic matching scenario there are disjoint sets $L$ and $R$, of equal size, whose elements have preferences over each other, and need to be matched one to one.

Ideally, matches are such that no two people would rather be matched with each other than with their current pairs.
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$$
L=\{a, b\}, R=\{x, y\}
$$

## FIND THE <br> BLOCKING PAIRS
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FIND THE
BLOCKING PAIRS

Consider the matching
$\mu=\{(a, y),(b, x)\}$
Blocking pairs?
Yes!


For instance, $(a, x)$.
And also: $(b, y)$.

If there are blocking pairs markets can unravel, as agents create their own matchings outside the rules of the mechanism.

DEFINITION (STABLE MATCHING)
A matching $\mu$ is stable if there are no blocking pairs.

$$
L=\{a, b, c\}, R=\{x, y, z\}
$$

## FIND THE <br> STABLE MATCHING

$$
\begin{array}{l|llll|lll}
a & y & x & z & x & a & c & b \\
b & \mid x & z & y & y & c & a & b \\
c & x & y & z & z & a & c & b
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## FIND THE <br> STABLE MATCHING

$$
L=\{a, b, c\}, R=\{x, y, z\} .
$$

Consider the matching
$\mu=\{(a, y),(b, z),(c, x)\}$.
Blocking pairs?
$x \left\lvert\, \begin{array}{lll}a & c & b\end{array}\right.$

| $y$ | $c$ | $a$ | $b$ |
| :--- | :--- | :--- | :--- |
| $z$ | $a$ | $c$ | $b$ |

FIND THE
STABLE MATCHING
$L=\{a, b, c\}, R=\{x, y, z\}$.
Consider the matching
$\mu=\{(a, y),(b, z),(c, x)\}$.
Blocking pairs?
No! $\mu$ is stable.


Stability is a basic form of safety for participating in the market.
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But do stable matchings always exist?

MARILDA SOTOMAYOR
And can we figure out if they do efficiently?


LLOYD SHAPLEY And yes.

DEFINITION (DEFERRED ACCEPTANCE ALGORITHM)
A matching is constructed iteratively, over a number of rounds.
At round 1, each L-agent approaches their favorite $R$-agent and proposes a match. $R$-agents tentatively accept the best offer received, and reject all other offers.

At every round $k>1$, each $L$-agent who got rejected approaches the next preferred $R$-agent who has not rejected them yet. Each $R$-agent tentatively accepts the best offer received so far and rejects inferior offers.

Stop when no new proposals are made.

$$
\begin{array}{c|llll|lll}
a & y & x & z & x & a & c & b \\
b & x & z & y & y & c & a & b \\
c & x & y & z & z & a & c & b
\end{array}
$$

a proposes to $y$

## DEFERRED ACCEPTANCE IN ACTION

$$
\begin{array}{l|llll|lll}
a & y & x & z & x & a & c & b \\
b & x & z & y & y \mid c & a & b \\
c & x & y & z & z & a & c & b
\end{array}
$$

```
Round 1
a proposes to \(y\)
\(y\) says yes \(\rightarrow\) tentative pairing \((a, y)\)
```
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## DEFERRED ACCEPTANCE IN ACTION



## DEFERRED ACCEPTANCE IN ACTION





## DEFERRED ACCEPTANCE IN ACTION

Round 1
a proposes to $y$
$b$ is now out of $a$
$y$ says yes $\rightarrow$ tentative pairing $(a, y)$
$b$ proposes to $x$
$x$ says yes $\rightarrow$ tentative pairing $(b, x)$ c proposes to $x$
 $\rightarrow x$ says yes $\rightarrow$ tentative pairing $(c, x)$





The Deferred Acceptance algorithm is nice.

THEOREM (GALE \& SHAPLEY, 1962)
The Deferred Acceptance algorithm terminates in a finite number of steps, and outputs a stable matching.

## THEOREM (GALE \& SHAPLEY, 1962)

The Deferred Acceptance algorithm terminates in a finite number of steps, and outputs a stable matching.

PROOF (TERMINATION)
The number of students and teachers is finite.

In non-terminating rounds there is at least on proposal rejected, and the proposing side does not repeat proposals.

Sooner or later we run out of proposals to be made.
At which point algorithm terminates.

In fact, if $L$ and $R$ both have $n$ elements, the maximum number of proposals is $n^{2}-2 n+2$.
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## THEOREM (GALE \& SHAPLEY, 1962)

The Deferred Acceptance algorithm terminates in a finite number of steps, and outputs a stable matching.

## PROOF (STABLE MATCHING)

Consider the matching on which the algorithm terminates.
Suppose there exists a blocking pair $\left(\ell, r^{\prime}\right)$, where the matching matches $(\ell, r)$ and $\left(\ell^{\prime}, r^{\prime}\right)$.
We infer from this that $r^{\prime} \succ_{\ell} r$.
But then $\ell$ must have proposed to $r^{\prime}$ and $r^{\prime}$ must have said no, which means $\ell^{\prime} \succ_{r^{\prime}} \ell$.
But wait! We started from $\left(\ell, r^{\prime}\right)$ being a blocking pair, which implies that $\ell \succ_{r^{\prime}} \ell^{\prime}$.
Contradiction.

## ALVIN E. ROTH

So the proposing side keeps making offers, and the other side rejects them when better
offers come along.

## MARILDA SOTOMAYOR

Sounds like the receiving side is getting the better deal here.

DAVID GALE
Actually, this arrangement favors the proposing side.

## LLOYD SHAPLEY

They get the best matching they could possibly get.

## DEFINITION (OPTIMAL MATCHING)

A matching $\mu$ is L-optimal if every agent $l$ in $L$ ends up being matched with their most preferred achievable agent in $R$.

An agent $r$ being achievable for $l$ means, here, that there is some stable matching where $l$ and $r$ are matched.

With $L$ on the proposing side we get:

$$
\mu=\{(a, y),(b, z),(c, x)\} .
$$
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## OPTIMAL <br> STABLE <br> MATCHINGS

With $R$ on the proposing side we get:

$$
\mu^{\prime}=\{(a, x),(b, z),(c, y)\} .
$$



Achievable for $a:\{x, y, \ldots\}$.
Is $\mu^{\prime} L$-optimal? Clearly not: $a$ can do better!

## THEOREM (GALE \& SHAPLEY, 1962)

The matching produced by the $L$-proposing version of the Deferred Acceptance algorithm is $L$-optimal.

MARILDA SOTOMAYOR
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## LLOYD SHAPLEY

Turns out the proposing side has no such incentive... but the other side does.

THEOREM (GALE \& SHAPLEY, 1962)
There is no incentive for the proposing side in the Deferred Acceptance algorithm to lie.

This does not, however, hold for the other side.

## DAVID GALE

Too bad.

## lloyd shapley
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## ALVIN E. ROTH

Well, actually, we can't.

## ULLE ENDRISS

And these days we can prove this sort of thing with the help of computers.

Stability, as mentioned earlier, is important: without it participants will not want to participate, and the market unravels.

Like the early versions of the residency matching matching programs.

Stability, as mentioned earlier, is important: without it participants will not want to participate, and the market unravels.

Like the early versions of the residency matching matching programs.

Which, by the way... whatever happened to those?

In 1951, a centralized procedure for matching residents to hospital was introduced.

It replaced a chaotic, non-centralized market.

> By implementing a hospital-proposing
> Deferred Acceptance mechanism.

Extended to accommodate many-to-one matches: many residents, one hospital.

In 1951, a centralized procedure for matching residents to hospital was introduced.

It replaced a chaotic, non-centralized market.
By implementing a hospital-proposing Deferred Acceptance mechanism.

Extended to accommodate many-to-one matches: many residents, one hospital.

It was a success and lives on to this day as The National Resident Matching Program, or The Match.

Tweaked to accommodate other constraints, e.g., preference of couples.

In 2012, Lloyd Shapley and Al Roth were awarded the Nobel Prize in Economics.
For "the theory of stable allocations and the practice of market design."

